============================ slide1 ============================

Good morning! My name is Amaro, I am a graduate student in Nagoya Institute of Tecnology . Today I will present the work whose title is “ On the use of KPCA for feature extraction in speech recognition”. It is about the application of Kernel PCA in a speech recognition system.

============================ slide2 ============================

At first, It will be shown where the implemented technique is located having the traditional system as basis, I mean, it will be shown where exactly the implemented 

technique applied considering the whole system.

The traditional system does not use the dashed block (KPCA feature extraction), so the mel-cepstral coefficients are applied directly in the classifier.

The implemented approach consists of using this KPCA feature extraction block which has the mel-cepstral coefficients as input and their KPCA representation as 

output.

· Mel-cepstral coef. (w) and KPCA coef. (W) whose dimensionalities are n and k.

· Perform a higher dimensional representation which is expected to generate more discriminative features.

============================ slide3 ============================

Overview

Kernel-based techniques have been applied to several learning machines as 

Support Vector Machines

Kernel Discriminant Analysis

Kernel Principal Component Analysis

This last two techniques have been extensively used in image recognition,

however they have not been carefully investigated in speech recognition.

Objective

The idea is to represent the speech features in a higher dimensional

space which would possibly generate more distinguishable speech features. 

A 520-word-vocabulary recognition experiment is conducted in order to evaluate

the efficiency of this technique.

============================ slide4 ============================

We will present the “natural” process to obtain KPCA from PCA.

At first, we will talk about PCA.

PCA is a well-known and established technique for dimensionality reduction.

It represents a linear transformation where the data is expressed in a new coordinate

basis which corresponds to the maximum variance “direction”.

============================ slide5 ============================

Supposing 

 is the input data and it consists of 

 centered

points. (pointing to the slide)

We express the covariance matrix by 

.(pointing to the slide)

And diagonalizing 

 , we obtain the eigenvectors 

 (through the eigenvalue equation) which will be necessary to calculate the principal components, due to the fact that the principal components are  the orthogonal projections of the data onto the eigenvectors (pointing to the slide)

Knowing that all solutions for 

 must be a linear combination

of the input data. (pointing to the slide)

We can express the eigenvalue equation using dot products, which is the key

representation to address the KPCA solution. (pointing to the slide)

============================ slide6 ============================

The Kernel function are used to solve the problem of nonlinear mapping to a

higher dimensional space 

(phi) without using an explicit mapping.

And this is performed by using Kernel functions as dot product of the mapped

variables.

The main idea is to map the dot product 

in a higher dimensional space and do not map each variable 

and 

isolatedly.

============================ slide7 ============================

These are examples of Kernel functions:

Polynomial

Gaussian Radial Basis Function

Sigmoidal

============================ slide8 ============================

Kernel PCA, as the name says, is the technique which applies the Kernel function

to the PCA algorithm. The aim of this technique is to represent the principal

components of the input data in a higher dimensional space.

· This nonlinear mapping could generate more distinguishable features.

· This diagram just gives an idea of how it works, because, in practice, the nonlinear mapping is not performed point to point, in fact, just the dot product is mapped, as it was explained in the KERNEL FUNCTION section.

============================ slide9 ============================

This diagram synthetizes the basic ideas of the KPCA procedure. Firstly, the data is represented in the input space. Secondly, the data is represented in higher dimensional space and the principal components are calculated. Finally, the final representation is given by the projection of the transformed data in F onto the principal components.

============================ slide10 ===========================

These steps are identical to the PCA. except for the mapped variable 

.

=========================== slide11 ============================

First we have the eigenvalue equation expressed as dot products of the input data.

Knowing that 

 must be a linear combination of the input data 

, 

and using the covariance matrix 

, we obtain the equation 


where 

 is an 

 matrix formed by 

 and 

, where 

is the eigenvector and 

 is the eigenvalue for 

.

Solving for non-zero eigenvalues and normalizing , we will have the final equation

(pointing to the slide) where 

 represents the test data, in other words,

the KPCA representation of 

 is given by this equation. (pointing to the slide)

=========================== slide12 ============================

In practice, the technique is divided in 2 steps: Training and Test.

The Training consists of having the training vectors and using the kernel function 

 to obtain the kernel matrix 

. And through the eigenvalue equation, 

 and 

 are obtained.

The equation of the mapped principal components 

 are not evaluated in practice, but it makes clear the next step.

The Test consists of obtaining the orthogonal projection of a mapped test vector onto the mapped principal components, which express the KPCA representation. 

The final dimensionality of the KPCA representation is related to non-zero eigenvalue solutions for the above eigenvalue equation.

============================ slide11 ===========================

The technique is evaluated in a  520-word-vocabulary speech recognition task,  from the C set of the ATR Japanese database.

This database consists of 80 speakers utterances (40 males / 40 females)

The training data is composed by 10,400 utterances (10 males / 10 females)

And the test data 31,200 utterances (remaining speakers)

============================ slide12 ===========================

The baseline conditions are:

10 Hz of sampling rate, 25.6 ms of Hamming window with 10 ms shifts.

It was extracted from each frame, 13 mel-cepstral, 13

 and 13


coefficients.

And we also used  12 states left-right HMM with single mixture.

As the training data is very large, we choose N frames randomly from the training

data to evaluate KPCA, otherwise it would be computationaly unfeasible to perform

it (calculate the eigenvectors of the 

 matrix).

Results

Using the baseline conditions mentioned above, the error rate was 8.36% (

).

(pointing to the slide)

============================ slide13 ===========================

This table shows the results using polynomial Kernel function with degrees 1,

and 2, shown a certain improvement over the baseline. The best score for KPCA with degree 1 (which represents the PCA) was 7.45%, and for KPCA with degree 2 was 6.36%.

============================ slide14 ===========================

Summarizing, we have :

baseline with 8.36% of error rate

polynomial kernel function with 6.36\% of error rate

and PCA with 7.45% of error rate.

============================ slide15 ===========================

Conclusion

In this work, a kernel based technique was applied to a 520-word-vocabulary speech

recognition task. 

· The use of PCA (Polynomial kernel function table, column 

) and KPCA generated some improvement in accuracy for this speech recognition task.

· The results presented in this work have confirmed the effectiveness of KPCA.

· Further experiments are being conducted to observe the impact of KPCA in speech recognition.

· Further research on kernel-based techniques should be performed to observe their effectiveness in speech recognition with differing levels of complexity
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